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ABSTRACT

I. A <:>•.::;•. iri son of Sampling Methods for Percent Cover in Tundra

Vcgclat ion

Line intercept and several random point techniques are compared.

Random point techniques arc found preferable to line intercept in

providing error estimates and speed of execution. Several lines with

random points selected from them is a good compromise between a simple

random sample of an area and the speed possible by restricting

attention to a line. A technique is given for sequentially drawing

a simple random sample from a line.

II. A Cluster Analysis of Satell i te (ERTS) Data

Data from the Earth Resources Technology Satellite (ERTS) arc

examined fo r a "na tu ra l " c lass ifica t ion . C lass ifica t ion c r i te r ion

involves commonness of classified spectral signatures and rarity of

intermediates. Such a "natural" classification does seem to exist.

The method makes no assumptions about underlying distribution of data.

It involves order N calculations where N is the number of recognized

d i f fe rent spect ra l s ignatures .
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INTRODUCTION

Data from satellites present a wealth of information about the

earth's surface. To the ceo legist it provides an opportunity to con

sider large scale patterns and processes in ecological communities.

In order to usefully interpret these data, however, some system of

classification of ground features and satellite data is required and

the correspondence between them must be understood.

Philosophically there are two approaches to this problem. One is.
to use familiar surface features as "training sets," discover how the

satellite imagery portrays them, and thereby establish a correspondence.

In the context of vegetation analysis, classical phytosociological

techniques may be used to identify and characterize the training sets.
This may become extremely difficult to quantify, however, since quanti

tative techniques are generally not geared to cope with the scale of

resolution (50 in) of the satellite. As a result, qualitative assessment

is often made and a "representative subsample" (e.g., a smaller quadrat)

is taken if any quantitative work is done at all. This approach has its

greatest usefulness and ease of application in agricultural or low-

diversity natural communities.

The second approach is to work from the satellite data themselves.

Here soi.e notion t<( classification is used to subdivide the data,

2



cither in a geographic context by looking for patches in a recon:.: ::ul« !

image (much like an air photo) or, in a more abstract sense, by i.; a-

t i fy ing those combinat ions of reflected l ight (spectral s ignatui . . whic!

occur frequently in an entire image. In working with the sateli i;• ,lat i

these classifications may then be superimposed on the imagery and the

resulting map of an area used to direct subsequent ground truth efforts.

My investigation approaches the problem from this more abstract

v iewpoint . I t searches for a "natural" way of c lassi fy ing the satel l i te

data themselves. My interests lie in the extent to which such a ";..:t-

ural" classification may exist, and the relationship between the clas

sification units and those of a ground-based observer.

I have divided the thesis into two separate parts. The first part

deals witli the problem of large scale sampling. I have compared several

sampling techniques for estimating percent cover in vegetation. I then

evaluated their efficiency in terms of the precision, accuracy, and

effort required to perform the sampling. From these observations I

developed a sampling technique of reasonable precision and accuracy

and requiring little effort to perform on the large scale demanded for

sa te l l i te g round t ru th .

The second part confronts the problem of structure of the data from

the Earth Resources Technology Satellite (ERTS). Here I examine several

properties of the data relating to the freqnency-of-occurrence of spec

tral signatures in a portion of an image. I develop a "natural" way of

classifying the satell i te data based on this frequency information.

Ideally such a technique would be fast and require few assumptions

about the underlying distribution of the frequency data to yield a



cl.iv ification. Ihis 1 Lave tried to do. Since there arc not known to

be forces operating to rigidly preserve the identity of such classif

ication units, 1 have not required unambiguous classification of all

ol'M-rved spectral signatures, but rather develop an hierarchical clas

sification of relatednes; with some spectral signatures remaining un

classified at more refined levels of classification.

A basic assumption in tiic use of satellite imagery is that surface

vegetation differences will have different spectral signatures. I
examine a very simple form of this assumption using ground truth data

collected using the sampling methodology developed in part one.



PART 1.

A COMPARISON OF SAMPLING METHODS

FOR PERCENT COVER IN TUNDRA VEGETATION

Int roduct ion

The problems of sampling methodology are fundamental to ecological

inquiry. Many sampling techniques have been developed, often addressing

different aspects of the organisms under study, and often new approaches

are introduced, which claim to be "bettor" techniques for measuring the

same aspects of the organisms. In vegetation sampling, percent cover

is often of interest and a number of techniques for estimating percent

cover have been developed. Those vary in precision (repeatability of

measurements), accuracy (amount of bias in measurements), and the effort

required to perform the sampling.

,My interest in the problem arises from the use of cover estimates

to provide ground truth for satel l i te imagery. In order to provide

nearly uniform coverage of the ground on a scale comparable to the data

units from the satell i te, I needed an efficient sampling technique -

one which would be relatively accurate, precise, and reasonably quick

in execution. In order to select such a sampling technique, I com, ..red

several promising ones, and chose the one which was the most efficient.



The study was conducted on the Macon!) plateau, a plateau north of

I •:..■;.■ p:,ng< , south of the Alaska Highway between Delta and Tok,

lat. i 3' : •:;, 1..1 g. i.u"-;:,'v. (Figure ij.

'liie plateau it sell' is roughly oblong, covering about 15 km2.

Elevation is prirarily between 1200-1300 in with restricted ]>ortions

drop] in;: to IlOfl a or reaching 1500 in. It is underlain by met amorphic

rock related to the Birch Creek, schist with a surface mineral layer of

moraine deposits and deep organics near the lakes (Holmes and Foster

!!H«8), The vegetation mat over all but the highest portions of the

plateau is v ir tual ly complete.

The climate of the area is typical of interior Alaska as modified

by the elevation.. Winters are cold and extend from about September

to May. Snowfall on the plateau is moderate and the snow is much wind

blown. Precipitation probably exceeds 30 cm per year but varies greatly

from year to year. Summer temperatures range from 10-30° C with light

rain showers frequent and of a few hours duration (Holmes and Foster

1968 and personal observation).

The plateau was selected because of previous familiarity with the

area, and the relatively simple logist ic arrangements. Also, the plateau

is quite flat, minimizing, variable sun angle effects in dealing with the

sat el lite imagery.

The plateau vegetation is tundra, primarily moist tussock tundra

characterized by Betula nana , y.iccinium uliginosum, Carex bigelowi i,

with some shrubby Sal Ix plan!folia and patches of Eriophorum vagi noturn

(all species names follow Hultcn 1968).
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Specie- i>! vm : iiuidra areas ..ire primarily Carcx aquatllis,

I'rioplioru"! aii'-u-: : id in::., and I., schcuchzcri. There were also a few

areas of Dryas coarse sand fell-field vegetation, while creeks and

intermit tent drainages were bordered by tall (2 m) shrubby willow

growth. Along the southern edge of the plateau rise mountains of the

Alaska Range with bare rod; and lichen-crusted rubble slopes as well as

tarn lakes ami small glaciers. To the southwest and west arc the

Johnson Glacier and Johnson River, a glacial meltwater river with

markedly braided channel. To the north is the precominantly spruce

forest of the Tanana River valley. To the east is more upland tundra

Vegetation. The plateau itself has several snail lakes or ponds on it.

Two squares, each 100 ft (30.48 m) on a side, were selected for sampling.

They were located in two different vegetation patterns. One, which was

Sampled most intensively, was located in a Carcx bigelowii tussock

area which was striped by drainages about 10 m apart which contained

E. angustifolium and a diminutive form of £. aquati1 is. It was sampled

tin- first part of July. The second square, sampled in mid-August, was

in a Dryas-1ichen-low willow area -- a drier site than the first,

much bitter drained, and sandy.

Methods

Sampling in the two squares was done using several techniques

which seemed promising, in view of the intent to relate ground informa

tion to satellite data. The squares were treated as populations from

which various types of samples were drawn. The different sampling tech

niques were all variations on point sampling. A point was located by some



criterion and the species of the upperrost plant was recorded, si: ■ ■

is the uppermost layer which is seen by a satellite. The notion . :

"species" for these sampling purposes was extended to include ot; ■■:■
surfaces such as dry, dead (usually light brown) plant material; d-irk

brown to black decaying organic material; water over decaying org.mics;

water over sand; and sand.

The sampling comparisons nay be subdivided into four parts in a

2x2 array. The relationships examined were (see also Table 1):

(I) line intercept sampling: methods of sampling, which approx

imate line intercept's precision but which, are less time-consuming,

especia l ly in finely d iv ided vegetat ion.

(II) random point sampling from the entire square: methods winch

may be used to approximate random points' accuracy but which are less

time-consuming or more suited to an oriented sampling (as along a

t r a n s e c t ) .

Under each of these basic sampling styles were two considerat ions

in cstim.it ion. The basic thought is that sampling may be done for two

principal reasons:

A. Estimates oC the importance of a single species in comparison

with all other species which, may be present.

B. Estimates of the spectrum of species which arc present, and

their relat ive importances.

These two classes of estimates arc not necessarily Inconsistent wit'

each oth.er. In terms of the efficiency (which includes accuracy, pre

cision, and effort) of a sampling procedure, there may be differences.

I used two variations on line intercept sampling. My standard of
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labli 1. ()u! 1 mi .! percinl cover estimate comparisons.

'• Lini intercej i sampling ., i ; i two alternatives

0) standard of reference -- l ine intercept

1) la:ensivo random points

2) I■■".• inant sp on .1 ft

11. Simjili random sample of points from the square and five alternatives

0) Standard of reference -- 1000 random points located using x-y
coordinates

1) 1000 random points generated by random walk

2) 1(0 random points on the center line

3) 100 random points divided onto two lines

4) 100 random points normally distributed around the center line

5) Line intercept techniques from I (in the tussock square)

Under I and II above, I considered:

A. Individual species est imates

1) Overlap of confidence intervals with reference technique

2) sign test for bias

H. Estimates of total species-spectrum Matusita distance from
reference t cehnique

These comparisons may then be visualized in a 2x2 array:

I A I I A

I B I I B



II

reference was a l ine intercept sampling with a resolution of intis ;:

measurements of .01 ft (3 mm) along a 20 ft (6.1 m) segment. As one

alternative technique, I also sampled 200 randomly located point: on

the same segment. The points constituted a simple random s.uple of

the line and the precision of locating points was .01 ft (3 mm). Ilie

other alternative technique recorded the dominant species on al! 'Oil

of the .1 ft (3 cm) intervals along the 20 ft (6.1 m) segment. 1

Sampled five such segments, each 20 ft (6.1 m) long lying m parallel

lines with random starting points. This sampling was done in the tus

sock square. The line intercept references proved so time-consuming

that this set of comparisons was not attempted in the Dryas square.

As alternatives to truly random sampling from the square, I used

four sampling techniques. The standard of reference was 1000 points

randomly located by cartesian coordinates drawn from a random num' ci

table. On the tussock square I have the line intercept data as another

comparison. The first technique (theoretically a good approximation to

random point sampling) was a random walk generated by starting at a

random location in the square, spinning a soda-straw spinner, and taking

five steps in the direct ion pointed by the Spinner. I reflected off

the flagged boundary of the square when I encountered it (five steps

was about 10 percent of the square's diagonal, making successive points

well distributed around the square). A wire with a needle on it was

then lowered and the first species touched was recorded.

I also wanted a method which would be readily adapted to the tran

sect style of sampling. With this in mind, I sampled from the squares

using 100 randomly located points normally distributed around the center
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ll.- of ti.i ".quare, i.e., using; cartesian coordinates in the square,

selecting I!- uniformly distributed random numbers for x-coordinatcs

and |0i nori .i!;. ilisirilmttil random numbers for the y-coordinates. The

me..:. .-.. 56 f: (;:...:•'. in J and variance -..as 16.7 ft (5.09 m) to pat all

('.'.". J •'( the points in the square. Tins would be adaptable to a tran-

seet tai.pling sch'-ne and would sample in a way analogous to the rcflcc-

t ance : anpling of the sate 11ite.

Since locating point: using ordered pairs is time-consuming, I

also tried two techniques related to the line intercept on a coarser

scale. One was a simple random sample of 100 points along the center

line. The other was a simple random sample of 100 points along a pair

of lines 10.7 ft (5.09 m) cither side of the center line (one standard

deviation of the .normally distributed random numbers). These 100 random

points -..ere randomly partitioned between the two lines.

Confronted with the prospect of much work with random numbers along

line segments, I developed a method of sequentially taking a simple ran

dom sample of points along a line segment. It involves transforming

uniformly distributed random numbers into exponentially distributed

random numbers which may he taken as random intervals to be laid end to

end along, the segment. The exponential distribution of segment lengths

insures uniform distribution of the resulting endpoints (see Appendix

1).

A method of data recording that I found particularly well suited

to these point-typo sampling techniques was to code species names in a

two-letter code (e.g., initials of genus and species) and keep records

in a cross-sect ion book. In this fashion the squares of the cross-
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section ruling kept tally.of the number of points sampled a::.! per :•.:>.:

fairly rapid tallying, ot species occurrences onto a mister List at a

la ter t ime.

Interpretation of the data under sampling objective (A) ibove was

done by considering all the techniques to generate binomial v.u i.i'es

with the species of interest achieving Np observations where N ir- the

total number of sample points and p is the probability of occurrence

of the species of in terest ( i .e . , f ract ion of to ta l cover) . This as

sumption is valid for considering the entire square as the population

in the case of the 1000 randomly located points and for considering

the line as the population for the 200 random points on each line-

intercept segment. It is only an approximation for tho other technique:

The approximation is poor for the .1 ft technique and -for considering

the line intercept segments as a sample of the entire square. Since

most values of p are small, the usual normal approximation for large

N is poor and confidence levels based on normal statistics for the ob

served values of p arc misleading. In particular the lower l imit often

goes negative which is a conceptual impossibility. Binomial confidence

limits arc tabulated, however, with approximations for large N and

interpolation formulae (Diem 1962). I then tallied the number of spe

cies for which the 95* confidence limits for the reference and alter

native technique failed to overlap. This number was then compared with

the number of times such events may be expected to occur by chance
2(binomial p = (.05)" = .025) (Table 2). As an indicator of bias, I

also treated the cover estimates for each species as separate pairwise

observations, comparing the reference technique with an alternative
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iaile .. Nu: ! • i : occurrence: i) of non-overlapping 95* confidence inter

vals fen single ■ p< i ies comparisons, n is the number of species for

which th) 95'. binomial confidence intervals for the standard of reference

and alternative technique failed to overlap.

1 . I.im iill ercept Line Nuisibcr

Co::: ari Sons (1) (2) (3) (•J) (S)

Intensive random p:s n-0 h»0 n=0 n=2 n=0

Dominant sp on .1 ft n=0 n=0 n-0 n=0 n=l

2.5* s ig . level n-2 n*2 n±2 ns2 n i2

11. Random Point s:

l-.nt ire Square Tussock Square Drvas Square

Random walk

Points on center 1inc

Points on two lines

Points normally dist.

Line intercept

Intensive random pts

Dominant sp on .1 ft

2.5*. sig. level

n=0

n = 2

n=0

n=0

n=10

n=4

n=6

ni4

n=l

n=3

n=l

n=2

niS



technique using the sign test liable ■■) (Ostle l"o3).

For sampling objective (B), I found no completely satisfactory

test. Complications arose due to differing sample sizes and the fre

quency of null observations in either my reference (lOt)O random points

or alternative sampling techniques. Also, the fact that my refer. i..e

was only an estimate and not a true hypothetical distribution made

certain tests unacceptable. These di fficult ies render the usual tests

such as chi-Square, log-likelihood ratio ("0'.') and even divergence, a

powerful measure related to "G" and used for pattern recognition in com

munications theory, either undefined or undesirable since they would

effectively ignore segments of the data. 1 did find a test (Walsh 1962)

which I used here as an index of the success of the sampling procedures

in displaying a spectrum of species. It is called the Matusita dis

tance function defined as:

D(P<J>.P<°>) - (£ (

(J )

(•') fpTvv72
where p. is the fraction of occurrences devoted to species i using

sampling technique J; p. ' is the reference sampling technique; and

u is the total number of species. It is a distance measure for frac

tional data. As such, it measures the amount of difference between the

species spectra given by the reference sampling technique p* and the

al ternat ive technique p . Note that th is is an abstract d istance

measure in a u-dimensional space, each dimension corresponding to a

species. The Matusita distance function may be seen as the Euclidean

distance between the uni t vectors (JpT , jp , ( ' '^ . . . . fp ( ' ' ' ) and

C J P. i j p , . • • . ( p j - ) . T h i s m e a s u r e h a s t h e d e s i r a b l e
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Table :•. Tall ies for the sign test for bias in species percent cover

estiroatitns: « • overestimate with respect to reference technique

- - undcrestimate

* di fferences significant at the 51 level are marked *

1. Line Intercept Comparisons
Line Number

M ) ( 2 ) ( 5 ) ( 4 ) ( 5 ) T o t a l

I n t e n s i v e r a n d o m p t s + 8 1 0 1 1 8 1 2 4 9

1 2 1 3 9 1 4 1 0 5 8

9 5 1 r a n g e 5 - 1 5 6 - 1 7 5 - 1 5 5 - 1 7 5 - 1 7 4 2 - 6 5

D o m i n a n t s p o n . 1 f t + 5 9 - 8 8 9 3 9

1 4 1 3 1 3 1 4 1 2 6 6

9 5 * . r a n g e 4 - 1 5 5 - 1 7 5 - 1 6 5 - 1 7 5 - 1 6 4 1 - 6 4 -

II. Random Points: Entire Square

T u s s o c k s q u a r e D r y a s S q u a r e

R a n d o m w a l k +

951 range

P o i n t s o n c e n t e r l i n e +

951 range

P o i n t s o n t w o l i n e s ♦

951 range

13

13

7-19

8*
23

9-22

8*
23

9-22

23

29

18-34

15

34

17-32

15

34

17-33



Table 3, continued.

Tussock Square Uryas ,; pia :

P o i n t s n o r m a l l y d i s t . + 10 15

21 35

951 range 9-22 17-35

L i n e i n t e r c e p t ♦ 15

- 21

951 range 11-25

I n t e n s i v e r a n d o m p t s + 11

- 19

951 range 9-21

D o m i n a n t s p o n . 1 f t + 11

- 22

951 range 10-25
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propi nil " . .: i" is 1.1 11 dofim 1 for all possible values of p. ' and

p. .:r.! ■!■ ■• ■■ li"-. emphasize sr.mll values of p. as much as the other

st..list .v ••. The hypothesis I! ' asserts that the reference sampling

technique yields the -..:: ■ distribution as the alternative method J,

against t in al ternat ive hypothesis that the distr ibut ions di ffer by a

specifiable amount. The general test s tates: re ject I ! i f

D2(p(0) , p( ' IJ ) ' - • ( - - " ; . - - - wi th s ign i f icance level min (»c, 1 /B) . B

may be chosen so as to bound the significance level and «C=

[u2 - 1 ♦ J (2 - u - u2 4 j£ 1/|).^)J / ((u - 1)B)2. This however
does not treat ? (probability of type II error) which is of concern

here since detection of possible differences is the point of interest.

Consequently, I use it only as an index and can attach no f significance

levels to differences in the values of the measure. Note that the range

of possible values for the Matusita distance is zero to two. Note also

that < involves terms 1/p. ' which is infinite when the reference tech

nique fails to detect a species. Hence for a 951 significance level B

must be 20, making the rejection level about .8 for 41 spp. and 1000

po in ts .

Rcsults and Discus si on

Figures 2 and. 3 contain the reference data from the 1000 random

point Sampling of the tussock and Dryas squares. As may be seen from

the figures, both, squares were "dominated" by dry dead vegetation.

Dominance ill the tussock square was quite pronounced (most of the dry

dead vegetation was Carcx higClowii) while the Dryas square had a more

cqiiitabli dislriUst ion of cover among the species present. Most of the
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("et raria is I audit a
'I hai'inol i a sp.
Ily locoraiun sp.
Pyrola sp.
Aeon i turn dclphini fol ium
("et raria richardsoni i
Po ly t r ich ia (2)
Black organi< matter
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He.id branch
Polygonum bistorta
Dactyl iua arct ica
l l ierchloe alpinn
Cladonia sp.
Pedicular is sp.
Ltizula milt i flora
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Vaccinium vit is-idaea
Hetula glainlulosa
Caribou dung
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FIGURE 3 2C 1 5 1 0 5
Dryas square: percent cover as given by 1,000
randomly located points ('.'51 confidence).
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plants in both squares were less than 20 cm high and birch and •..::.>•..-.

were scraggly. In the tussock square this meant that the line inter

cept technique was laborious due to the extent to which d i !':'• r. .■• plan:

intcrdigitated. The Dryas square was similar ly interdigitated so the

line-intercept comparisons were- not done there.

I . L i n e i n t e r c e p t

A. Data from the single-species comparisons are summarized in

Tables 2 and 3. From Table 2 it appears that, assigning confidence lim:

based on the binomial assumption is reasonable when using cither o:' the

alternative sampling techniques as an estimate of the line intercept

values. Poth techniques were far less time-consuming to perform than

l ine intercept i tsel f . The .1 f t technique, however, docs consistent ly

under-reprcscnt the rarer species, giving r ise to a significant bias

when considering all five segments together. This makes sense since

the rarer species would seldom dominate the .1 ft (3 cm) segment. The

intensive random point technique does very well and yields yoo.l estim

ates which arc not significantly biased. It docs have the disadvantage

of being somewhat slower in practice but has the advantages of being

insensitive to patchincss and minor disturbances Mich as losing one's

place or bumping the tape measure. Furthermore, the statistics ci' the

sample, considering the line as the population, are preciseh hi:..- i.al.

B. Matusita distances suggest that the random point and .1 t:

methods are closely comparable as estimators of species spectrum. Hie

differences are small and the sampling here of five segment .Lvm ;.. :

justify rejecting the hypothesis that the two methods are c. iar.il I on

the basis of the sign test (Ostlc 19631. Value:, nf the Matu ;t.i
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'•:'' •■'" '■'•>'• i ion a11- gi aphed in ! igurc ••.

lin in.-, intercept method is .-. highly respected sampling technique

l1-'-1.-: ' •ith I'.'i-i). Unfortunately, however, in this type of vegetation
': *•'' ;' '''•>' '•'■'-con-usiing, requiring many hours to complete just

"•'" :" :1 "••! »0 segaint. This may be contrasted with 20 to 30 minutes

for the Ui.sivt random point method and 30 to 15 minutes for the .1

ft (3 crj i ethod.

II. Random points

Data for the single-species comparisons are summarized in Tables

2 and 3. I have also included the composite data from the line inter

cept comparisons. I have taken the 1000 randomly located points as the

standard of reference r^r estimating actual cover values and compared

others against it. On a species by species basis all techniques do

reasonably well. In part this is due to the wider range of values in

the tolerance regions for those estimators using fewer points.

The large number of point-equivalents (10000, since resolution was

.01 ft (5 mm)) for the line-intercept method restricts its tolerance

regions, making its estimates poorer than-the others in terms of overlap

of confidence intervals. It shows no significant bias, however.

As expected, the random walk technique of approximating uniformly

distributed variates worked excellently. Virtually all its estimates,

both of individual species and of species spectrum, are very close to

those of the points located by cartesian coordinates. The simplicity

and speed of the technique strongly recommended it over the use of

cartesian coordinate methods which are more involved and slower. In a
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larger area the number ot paces between points would need to be i:

creased. In such situation-, the savin*.-- ;••• sii-l ::. ■■. . .: ■*..

in the preparation ^i a cartesian coordinate method may eventual];- out

weigh the simplicity, convonienvc, and relative freedom of the r . . ' • ■•.

walk.

Often the interest is not in a particular area but in a rtgi

along so:;;.- line, The range of interest on either side of the line ■.;•••

not be well defined yet an estimate may be possible. My sampling in

volved just such a problem. 1 did not know how my transect would cross

the digital picture units of the satel l i te data; I knew the approx

imate dimensions of the picture units' coverage on the ground; and

in order to have reasonably narrow tolerance ranges on individual

species cover estimates, I wanted lo have about 200 data points in each,

picture unit. One possibility was to consider points which were -scat

tered around the transect of interest, much as a regression line hi.

observed values scattered around it. This was the rationale (ov 1.011-

sidering points normally distr ibuted around the center l ine. For

estimating cover in the squares, the method worked well, showing ...•oj

overlap of confidence intervals with the reference of 1000 random

points, and showing the species spectrum. It does show significant

bias, however, but only due to a record ol' zero for species of low

occurrence. This problem is inherent in lower intensity sampling.

Accuracy is good for observed species. Since it is a cartesian coor

dinate method it was very time-consuming and 'preparation involved two

kinds of random number tables.

At the other extreme is a collapsing, of all the points onto : he
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t r. .:.-.•.,: : -.: • it-elf. 'Ibis licluiiqiie eliminates i Ik second type of

'■. ■■■.' ..! •- the < < • •;.•! tapi :.;.i :;:<• used to achieve the

second ci -rdinntt . 'In amp!e the same nui.ibei of points it takes about

on sixth the time that using an x-y coordinate system does. Sampling

aloii;: t:.-■ •.ingli jn.e. Iioweve.*, is more susceptible to idiosyncrasies

of the ■.•••■• tt i nn undci that particular segment and may give a distorted

viiw of ::.< vegetation, iwiilt the method gave reasonable estimates of

individual species cover, it generally did no*, do so well as tiic other

methods and did the poorest jo!) of reflecting the species spectrum.

It also, of course, shows the same bias that the normally distributed

points did.

As a compromise between the fine performance of the normally dis

tributed scatter 01 point* around the center line and the use of random

points on the center l ine itself, I also tried using two lines, each

with half the sampling intensity of the center l ine technique. The

improvement over the center line as the method of estimation was quite

substantial and it took only slightly more time to perform, due to

setup time for the tape measure. As with the other two techniques

involving only 100 points, it docs sl-.ow a significant bias as a result

of under-represent in;; the rarer species.

As Cricg-Sniih (1%I) points out for l ine-intercept methods, several

short l ines are preferable to'one long one. Similarly, with the point

techniques, with sampling intensity on lines replacing lino length, the

limiting case (essentially one point per line) is that of the- landomly

located points.



Cone I us ions

(I) In the finely divided vegetat ion sampled here, t ' . I in. i i . i ,

cept technique for cover est imat ion is not just ified. I t is too t ime-

consuming and comparable estimates of both individual specie, cover

values and the spectrum of species may be obtained in about 1/10 to 1/.

the time using either intensive random sampling of points from the In:,

or the dominant species over .1 ft intervals. The random point tvthod

is somewhat slower but it apt to be less sensitive to p.-.tchmess of

cover.

(II) For aroal sampling, accuracy of estimates increases wit!-, the

dispersion of the sample while precision increases with sampling intcn

sity. A random walk was an excellent approximation to random points

located by cartesian coordinates. It is much faster and less demanding

to execute. For sampling a transect, the trade off between the dis

persion possible with a random scatter of points around the line and

the reduced time involved in sampling on a single line may be met quite

well by dividing the sampling effort into more than one line (here two)

A simple random sample of points along a line may be taken sequentially

by transforming uniformly distributed random variables into exponen

t ial ly distr ibuted random var iables. A considerable saving in ei ther

preparation time or sampling time results.



PARI I I.

A CLIISTLU ANALYSIS OF" SATLLLITL (I.RTS) DATA

1 nt rodiict i on

Satellite imagery provides a superb opportunity to study largc-

scalc pattern in vegetation. One of the biggest problems in such in

vestigations is sampling, and the F.art'n Resources Technology Satellite

(F.RTS) does just that. The form of the sample is reflectance in four

spectral bands. They are: Band -1 (530-570 nm). Band 5 (570-650 nm),

Band 6 (640-680 nm), Hand 7 (710-750 nm). From this basic set of data

two assumptions arc commonly-made to relate the satellite information to

ground features: (1) di fferent reflectances imply corresponding di f

ferences in surface features; and (2) the set of observed reflectances

(of bands taken singly or in concert) may be subdivided for purposes

of el a-:- i I'i cat ion.

My interests an;: to what extent is assumption (1) true when the

surface feature is- vegetation? and, is there a pattern to the data

which suggests a "natural" classification of vegetation analogous to

that which exist-; with living organisms?

Sit e

Data from the satellite are subdivided in several ways. One form is

28



t h e " s c e n e " w h i c h c o r r e s p o n d . r o u g h Ty t . < < D - . - e n • ■ • * . '

surface. The digital data for a scene i- further MibdivideJ into four

vert ical str ips each of which is div ide.! into fo-- . , - b locks. .■ : : • ; , - .

of a scene 1 have examined in one of these Mo,-: ., 10 km on i id

The ground area it rovers is ,i:\ area including the M.iconb PI..;-...:. i)n

the plateau I sampled along a transect running between two ;..: ■ •. . ;!••

in photographic reconstruct ions of the digital data (Figure l i . In -•

Sampling was done the last week in July and the first week in August.

The plateau was chosen as the study area because of its relative acces

sibi l i ty, my previous famil iar i ty with the area, and the minimization

of sun angle effects since it is flat. The choice of the entire •JO-j.r.

square containing the plateau was made to facilitate handling of the

digital data, live scene chosen was the only cloud-free summertime image

available, taken on August 21, 1972.

The vegetation of the plateau is primarily moist tussock tundra

(Carcx bigelowii , lictula nana., decumbent willows -- Salix spp. -- and

patches of Friophorum vaginatuin), with some areas of wet tundra (Carcx

nquatilis, liri^iorum angust i fol ium), and Dryas-dry sand communities.

Some of the drainages arc overgrown with tall (2 m) shrubby willows.

Along the southern edge of the plateau are mountains of the Alaska

Range having bare rock and lichen-crusted talus slopes, as well as small

glaciers and tarn lakes. To the southwest and west arc the Johnson

Glacier and Johnson River, a glacial meltwater river with an extensively

braided channel. North of the plateau are the predominantly spruce

forests and marshlands of the Tanana River valley. To the cast is I'.erry

Creek and more upland tundra vegetation.
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To ;-.: t the valid::> of assumption (1), that reflectance difference

i •• a good indicator of vegetation difference, I sampled along a transect

3.'.'3 km I".-.;:. Sampling was done on two lines 30 m apart. Points were

located along the I inc. so that a simple random sample of points was taken

with an expected density of one point every .61 m (see Appendix I). The

uppermost plant species under each point was recorded as percent cover.

The digital picture units (pixels) of ERTS imagery correspond roughly

to rectangular regions on the earth 69m x 50m. The actual ground area

from which the associated reflectance values arc derived is some 10*

larger (72m x 52m) and there is overlap in coverage between adjacent

pixels. My transect diagonals across 41 pixels and the entire portion

of a scene analyzed includes 475,850 pixels.

Since 30m is beneath the resolution of CRTS, the two transects arc

effectively one line with a point density of one point each .3 ra. The

simple random sampling of each line was made.sequentially, permitting

subdivision into segments each lying within a single digital picture

unit (pixel). The transect itself extends between the north ends of

two lakes that arc visible in the LRTS scene, making location of the

sampling area possible.

The four spectral bands that arc monitored by the F.RTS satellite

nrc in the blue-green, orange, red, and near infra-red portions of the

spectrum. LRTS ha-, a sensitivity to 256 discrete reflectance values in

3 of the bands, 64 in the near infra-red band. This provides for over

a billion (actually 2563 x 64 = 2J° = 1,075,741,824) different possible

combinations of nl'leciance among the spectral bands.



The four spectral bands may be used a. axes in four-di; -nsi

space with the coordinates defined by the range >.>•' possible :
values. As a measure of the difference between two differ :: .

at ions of grey scale values (spectral signatures), 1 u---.- a ,:> t e

measure in the four-space. Since only discrete values of the gl

are possible, 1 chose to measure distance between points umiij: :'

cab or absolute value metric, assigning integer values to the Set

possible values:

Distance between (x. ,x ,,x.,x.)'3 'M
a'H' (•vi-y2,)'3,>'.|1 = 'xryl' " l*2"y2- * ''V^l * l'x4"-'.P

4
Z

i = l
i.e., d(x,y) = | x r y - |

To measure the difference in the species composition of areas on

the ground corresponding to two pixels, 1 have used the Matusita distant

function (Walsh 1902). It is a measure of the distance D(p* ,p )

between two multinomial distributions:

PL(J) and Pi(K) , ;: p. = 1 p. - 0

n(P(J),P(K)) = CiIl ( (J) (K) )2)l/2

The Matusita distance function has a number of desirable properties.

Its usual application is to multinomial distributions. Percentage cover

as used here is such a distribution. Inferential statistics have been

developed for it which permit evaluation of the significance of differ-
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en. I bit, in the s.imples (Kalsli IIK'2). It places a moderate emphasis

i•:-. ...*., ■•»»ric: (spuics) of low pi '.ability, neither ignoring them nor

giving the: equal weight wil l; others of higher probabil ity.

To ,..'.• the d«-.jred comparison I have used the two distance measures

as coordinates and plotted all possible pairwise distances between fif-

te«u pixel-, along the transect. The extent to which a very simple version

of assumption (1) is valid is reflected in the correlation (not neces

sarily l i i .ear) indicated by the graph.

The method I have used for clustering pixels once again uses the

four-space as a means of structuring relations between spectral sig

natures. In order to reduce the problem to one which could be more

readi ly handled, I reduced the bi l l ion di fferent possib i l i t ies to ten

thousand. "Ibis was done by restricting attention in each band to the •

range of values which are commonly observed. For each spectral band I

examined the number of pixels having each of the 256 (or 64) possible

reflectances. The histograms were readily made using programs already

available. The final four-space to be examined was to consist of ten

units on a side.

Each spectral band was subdivided into twenty-three categories (sec

Figure .'-). Categories 0 and 22 were the tails of the bell-shaped fre

quency distribution. In between were 21 equal-sized subdivisions of the

grey scale. Depending on the dispersion of the frequency distribution

for that spectral band, each subdivision was composed of cither one or

two of the original grey scale units. Subdivision of the region of

interest into 21 pieces allowed the construction of two different four-

dimension i] space- , corresponding to grouping together adjacent grey
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Figure 5. Subdivision of grey scale for the two histograms. The original

grey scale for a single spectral band appears in the leftmost column

(truncated at 33 for economy in the figure, actually scale extends

to 255 [or 63 in band 7]). The 23 subdivisions which lump the tails

of the distribution and provide equal sized subdivisions in the

remaining 21 are shown in the second column. The third and fourth

columns indicate the final groupings for the ten equal-si zed sub

divisions for the pair of four-dimensional histograms analyzed. This

procedure was done separately for each of the four spectral bands.
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Figure 5. Subdivision of grey scale for the two histograms. (Sil

frequency data)



scale values first as: 1-2, 3-.J, f,-o . . . ].)..-,._ U..nl.,;. ■■. ,,... _ .;,

frame-shifted as 2-5, -:-5, c-7 . . . 20-21, leaving out -1. In :!■.-.. ...,

I would have an indication of the Sensitivity of later work to the ; ,r

t icular grouping choice.

After I defined the four-space to be used, a four-diaen-.tonal Insti

grain was made, bach cell (4-tuplc) in the histogram contained a tally

of the number of pixels in the 40-km square having the corre'-ponding

coordinate set. This histogram served as the.basis for tin- rest ot the

classificat ion effort . I t was this space that was examined for clu ten

To begin looking for clusters 1 first adopted some conventions:

(1) The only neighbors of a point are its orthogonal ones (i.e., those

which differ from the given point by exactly one unit in one and

only one coordinate).

(2) A path, from a point PQ to a point P is a sequence of points 1',,

P.,P., . . . P such that P is a neighbor of P P. is a neighbor

o f T . . . P i s a n e i g h b o r o f P , .1 n • • n - 1

(3) Pixel density at a 4-tuple, "^ (P) refers to the number of pixels

from the 40-km square which are assigned to the associated cell

(4-tuple location) in the 4-space.

(4) Two points Pq.P are in the same cluster if and only if there is

a path Pq.Pj •••■' ,, Sllch that pixel density at each P. is not

less than a specified cutoff value c. (Note: I f p ixel densi ty

at a point is less than c it cannot be in a cluster and hence

unclassi ficd).
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I will use a two-dimensional analogy to discuss many of these

relationships, ' l ite underlying 4-spaco is represented as the sea-level

projection of an area on the earth's surface. Pixel density at the cor

responding points may be visualized as a mountain range above the points

in the data. Two points arc in the same cluster when there is a way to

get from one to the other without going below a specified contour line

(cutoff value). The definitions of neighbor and path are adaptations of

these ideas to the integer-valued coordinate system of the four-space,

lt amounts to overlaying a contour map with a chessboard. Neighbors arc

then the single-square moves of a rook and points arc in the same clus

ter if they may be reached by a rook without crossing the specified

contour.

Kith these bqsic conventions I hoped to formulate an idea of

cluster which is close to that used in biological notions of taxonoraic

units. Since the LRTS sampling is exhaustive in the area of coverage,

the data contain "population size" (--frequency) information for each

possible spectral signature. As in biological notions of taxononic

unit, my definitions yield a taxon when a particular character set and

variations on it arc common. A rarity of intermediate forms permits

dist inct ion from other taxa. As wi l l be seen later, this not ion is a

b i t too rest r ic t ive. I t seems that rar i ty must be re lat ive to y ie ld

des i rab le proper t ies in a fina l c lass ifica t ion .

To identify clusters, the 4-dimensional histogram was first con

verted auto an array of zeros and ones. If ^ (P) <c the point was

assigned a "0" and if ((P)>-c the point was assigned a "1". This cor

responds to points being unclassifiable (below the contour) and



classif iable (above the contour) respectively, l worked out . , :• ; . ' ; ; .

for identify in;; clusters from this new array. lt wis not well Sin! .!

to computer execution, however, and instead a "tree-Search" techni rae

was used to associate points which are in the s.n.e cluster, litis ; - ..

systematic way of start ing with an init ial point to be classified,

searching out a neighbor which may be classified (has value "I"),

finding a neighbor of it with value "1", and so on until all point • in

the cluster have been found. A search is the.-, begun for another point

with value "1", but which has not yet been classified.

The process was done for 65 different cutoff values in each of the

two histograms. The output was the number of clusters, the number of

pixels in each cluster and the number of 4-tuplcs in each cluster in

4-space.

To compare the effects of the frame-shift in making the two histo

grams I examined three properties of the data: two involving the gross

structure of the histograms and one of their finer structure.

Results and Discussion

In Figure 6,IS digital units (pixels) were compared pairwise in all

combinations. Vegetation differences for the corresponding ground

sampling were measured using the Matusita distance function. Spectral

signature differences were measured using the taxi-cab (absolute value)

distance function. A point on the graph indicates a single pairwise

comparison of two pixels With X-COordiliatC taxi-cab distance between

their spectral signatures and y-coordinatc Matusita distance between

their vegetation. These distance measures are abstract measures of the
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difference between a pair of observed data Sets. Matusita distan •• is

used as a distance in n-dimensional "vegetation space," each dimen .,:-.

representing a species, while the taxi-cab distance is used in a •!

dimensional "spectral signature space," each, dimension representing a

spectral band. The scatter of points shows that this naive form of

assumption (1) is wrong. Spectral signature differences do not h.iv<

a simple relat ionship to vegetat ion di fferences. Smal l d i fference- in

spectral signature may relate to larger differences in vegetation, and

vice-versa. In this regard it is unfortunate that my transect had the

degree of homogeneity that it did. It might have been nice to cross a

more heterogeneous tract of tundra but of the three legs of the triangle

defined by the three ERTS-visiblo lakes on the plateau the segment

chosen was the most heterogeneous. However, ERTS is capable of distin

guishing differences here: of the 41 pixels along my transect there

were 38 d i f fe rent spect ra l s ignatures (a l l s imi la r but d i f fe rent ) . I t

is possible that the disparity in correspondence is due to excessive

sampling variability in the ground sampling in spite of over 500 data

points in each pixel. This suggests ti iat careful study is necessary to

determine the vegetation characteristics which contribute to the ob

served differences. One important consideration is the date of the ERTS

scene: 21 August 1972. It is not likely that the vegetation had changed

significantly in the 2 years between the time the ERTS data were taken

and the time my sampling was done, but 21 August is late enough in the

season that senescence of some plants is under way. Many plants

(willows especially) have begun to drop leaves or die back so the cover

estimates made several weeks earlier in the season are no longer so good
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il , . i, ; i.is !••■] .'••.•■ an do- ired. Cloud cover made more recent

sci n . .-<-. f) . : , earl ier in t ie- season useless.

II. ' - difficult ies | ioiut oul some important consider. i t ions in the

us-- o! -..:. llit< imagery. Available imagery may not always be ideally

Suited to the typi of information desired. A person interested in sur

face features i S hindered by cloud cover. As such, it is desirable to

investigate way. which permit available imagery to be used as fruitfully

as possible. Satellite and ground information are almost never contem

poraneous and important changes may transpire. The seasonal changes at

issue here are one example. In one sence the composition of perennial

vegetation docs not change. However, the' composition in terms of cover,

which is what a satellite "sees," may change through the seasons, My

sampling was aimed directly at the cover relationships a satellite

monitors by reflectance. As such i t is part icularly sensit ive to such

changes.' Estimates of species "importance" in terms of cover will

change drastically with senescence of plants when one of the "species"

is dry ill ,ul plant material. In order to gain a detailed insight into

the correspondence with satellite imagery, it seems necessary to have

more information chronicling the nature of such changes on the

ground.

Ground sampling itself is an important problem in heterogeneous

vegetation communities. Differences from place to place can nearly al

ways be found, but whether their magnitude is due to population differ

ences or sampling variability is often open to question. The Matusita

di.-.lance-, observed here an.- not large. Considerations as outlined in

Part 1 for detect ing, significant differences indicate that, in general,



41

the sampling intensity and nt.-.bcr ot species involved eoasp-.:- to :

vent statements even asserting the observed differences to be sign.:

leant, to say nothing of their magnitudes.

Another difficulty is the mathematical one Concerning the nature

of a correspondence between distance measures. Simplistically it seems

th.it such a correspondence would be straightforward. It is nut. I.ven

considering the plane, using two distinct distance measures, the cor

respondence is poor. Consider the taxi-cab and Euclidean distances of

length 1 around the origin. The taxi-cab metric "unit circle" is a

diamond with vert ices (0,1); (1,0); (0,-1); (-1,0) while the Eucl idean

unit circle is a circle of unit radius. These distance measures agree

at only 4 points (the vertices of the diamond) and have varying amounts

of disagi-eement everywhere else.

The virtual coincidence of data points in figures 7 and 8 gives an

indication that there is very l i t t le grouping effect on the large scale

structure of density in the histograms. Figure 7 shows a very nearly

lognormal distribution of occupancy of points in the 4-dimensional histc

grams by picture units (pixels). The logari thmic probabi l i ty paper

yields a straight l ine when the distr ibution is lognormal. The x-axis

indicates the cutoff value (the minimum number of pixels which must be

associated with a point [4-tuplc] in the 4-space). The y-axis is the

percent of the pixel-bearing 4-tuples that have a pixel density ex

ceeding the cutoff value. By analogy with the work of Preston (19-1S),

4-tuples were treated as species and pixels were treated as individuals

to be distr ibuted into species. The distr ibutions from the two histo

grams are v i r tual ly indist inguishable.
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ligun )• -.how-, another similarity of the pair of 4-dinicnsionaI

histeigr.i:*.--. In each histogram the points in the 4-spacc (4-tuplcs) were

ranked. 'I!.i line- having the largest number of picture units (pixels)

associated with i: was tanked '!, the second largest '2, etc. The

y-axis then indicates the total number of kilopixels (units of 1000

pixels) a-ciculated in all the 4-tuplcs of rank less than or equal to

the ran) indicated on the x-axis. The ranking was accomplished by the

cluster ing procedure at di fferent cutoff values. The points resul t ing

from the same cutoff value in the two histograms arc connected by line

segments. The data points for histogram II are consistently lower than

those for histogram I since histogram II contains fewer pixels. The

overall shape of the curves, however, is much the same.

Neither of tJicse treatments gives any indication of the structure*

of the clusters through different cutoff values (i.e., changes in the

apparent terrain as a result of the two different grouping procedures).

To indicate this effect I t raced the histor ies of the di fferent clus

ters from fine cutoff level to another based on the information about

number of pixels and number of 4-tuplcs. I was nearly always able to

determine unambiguously how much a cluster shrank going to a higher

cutoff level. I then used this information to make a stylized cross-

section of the mountain range.

Figures 9 and 10 help to illustrate the "topography" of the 4-

di men si mini hi stop, rams. The vertical axis indicates the height of the

various peaks over the 4-spacc, Separate peaks join at the cutoff value

which no longer permits them to be separated. A line parallel to the

base in general will have several segments lying below the curve. Lach
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such'segment re-presents a separate-cluster di-.t ingui-.liable .it tint

cutoff value. The length of such a so-.men: indicates the number ■•:

picture units (pixels) in the cluster. The inverted pyramid on t!

right is a scale for the length of such se..---:i: -.. A horizontal -■ •• »'.

in it shows the length of a segment representing c pixels where ■■ i •; .1

cutoff value. At the same time it shows the length of a segment rep

resenting a single point in the 4-spacc having c pixels associated with

it. Note that there are three different scales for the cut i ff value

axis. In constructing the graph from the base, whenever there was a

choice about the positioning of a cluster, the largest one was put

on the lef t .

These graphs indicate the terrain over the 4-spacc. They show-

that there is basically one big mountain with a number of spires

coming off it. Many of the spires are quite well defined and maintain

their integrity across a wide range of cutoff values. For the most part

they are extremely localized in the 4-spacc, consisting of only on.- or

two 4-tuplcs. Comparing the two histograms it appears that the clus

tering is sensit ive to different associat ion of units in the grey scale

but even so there is a rough correspondence between the two graph1;.

It is clear, however, that no one cutoff value will serve to distinguish

all the spires that do exist. This suggests a revision of the notion

of cluster to involve these peaks and their locations in the 4-spice

with less importance attached to a particular cutoff value. Successive
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cutoff i.iliits may be u*.<d, hfiwevi r, to indicate affinity between peaks

yielding an hierarchy of relatedness and the levels at which these con-

li< it i i'ir- ex i : t .

This suggests another way of thinking about those graphs, relating

them to the dendrograms of numerical taxonomy. The "peaks" arc now

"bianche-.." The graph contains more information than just level of

relatedness, however. The width of a branch indicates the number of

individuals (pixels) or population size in the branch..

It was possible to check the classification of pixels on my tran

sect at only a few cutoff values. For all of these values the pixels

were either unclassified or in the same (the biggest) cluster.

One further point of interest is that in each histogram of 10000

points 500,000 pixels were tallied. Only about 13-1/2'- of the points in

4-spacc bad any pixels associated with then at all. More than 95" of

the 4-tuplcs were below the average occupancy of about 30 pixels per

4-tuplc. This is consistent with the extreme skewness of the lognormal

distribution which describes this aspect of the data so well (Figure- 7).

It indicates a high correlation between the reflectances in the four

spectral bands and suggests possibilities for economizing in computer

memory allocations if the corrclation could be described well analyt

ically (see Appendix II for further modifications and details of the

cluster ing tcchnique).

The notions of classification used here differ from those used by

other investigators (e.g., Cibola 1972, Colwcll et_ al_. 1970). The more

useful approach, part icularly in agricultural appl ications, has been to

observe "test plots," find their spectral signatures, and assign the



corresponding signatures to a classification associated with the id n-

tity of the test plots. For much agricultural worl and some wildl.itids

vegetation the assignment of such a classification unit from the ground

is reasonably clearcut. Natural vegetation is usually not the uoy.o

culture of agriculture and there is much more opportunity for vari it ion

from one "community type" to another.

Under some form of assumption (1), the existence of natural tax-

onomlc units defined solely by ERTS data would produce an indication of

the extent to which such variation between community types does exist

on a geographical scale, even in a non-agricultural setting.

Conclusions

The correspondence between different reflectances and differences

ill vegetation is not a simple correspondence between distance measures

in abstract "spectral signature space" and "vegetation space." The

interplay between vegetation and spectral signature changes appears to
be more complex. The problems take several forms. There is some ques

tion about the adequacy of the ground truth obtained; it appears that

the intensity of sampling ( 500 data points per pixel) may have been

inadequate to delimit vegetation differences sufficiently, since the

indicated differences are not large and cannot be readily separated

from possible sampling variability. Of 41 digital picture units (pixels)

along the transect sampled, there were 3S different spectral signatures.

Other complications to quantifying any correspondences are the senescence

of plants between the time of my sampling and the season of the satellite

data several weeks later, and a mathematical problem of the sort of
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en ; • : ;•.•:.'• in • • such distance measures might be expected to give. These

problems raise questions about the value of more detailed quantitative

consider.it ion of these data.

It appears that while ERTS dt.es distinguish differences in the

vegetation of the .Macon!) Plateau, a "natural" classification of the

t\:.:A fro-.-, the plateau and surrounding areas does not distinguish any

vegetative units from along my transect.

The l-RTS data do subdivide into natural units. These units may be

conceived of as spires in a mountain range of pixel frequency over a

4-dimcnsional space defined by the 4 spectral bands that ERTS monitors.

These units have a high degree of integrity but arc basically spires

on a single big mountain. Their existence docs not seem to be an artifact

of the data reduction procedure used although their detailed form is

sensitive to particular choice of reduction procedures.

As a method of data summary, the frequency of occurrence of pixels

having given spectral signatures may be approximated very well with a

lognormal d is t r ibut ion.



APPENDIX I.

A SEQUENTIAL KAY OF CONDUCTING A

SIMPLE RANDOM SAMPLING OF AN ORDI RED SET

Simple random sampling is often a desirable sampling strategy be

cause the resulting data usually conform well, to assumptions for sub

sequent statistical analysis procedures. One of the drawbacks of the

procedure, however, is the prior organizat ion that i t requires. A

simple random sample of points along a line-, for example, usually in

volves either much back-tracking or a preliminary process of generating

random numbers and putting them in order, followed by the actual sampling

procedure. Here I describe a technique for generating the points ill

order from the start. This nay be done in the field as sampling is con

ducted and consequently eliminates both, prior organization of the sam

pling scheme and repeated back-tracking.

The technique will generate a series of points on a line. Some pre

liminary calculations will permit the expected number of points sampled

to be predetermined. If an exact number of points is required, the

technique may still be used to sample most of the points; if too many

are sampled some may be randomly removed; if too few, some back

tracking for the remainder of points becomes unavoidable.

The method is based upon waiting; times between random events. Mien

a random variable is uniformly distributed on an interval, the number of

51
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point- in a -.ubiiiterval of fixed length is Poisson distributed while the
distance between events is exponentially distributed (Parzen I960). By

gnu rating random numbers which are exponentially distributed and accum

ulating their sum, a simple random sample of points may be gathered from
the im erva1.

Specifically, the density function for the exponential distribution
c-x/ais given by f(x) - -—;— and has an expected value of a (the mean

spacing between points). In order to generate random numbers which are

exponentially distributed, uniformly distributed random numbers may be
transformed using the inverse cumulative exponential function (Abrama-

witz and Stegun 1965:950):
c - x /a

d e n s i t y f u n c t i o n f ( x ) = , a > 0 x > 0a

-x/acumulative distribution fn. F(x) = 1 - c

, - x / au * 1 - e

, - x / a1 - u = e

logc (1-u) = -x/a

-a|loge (1-u)] = x
inverse cum. exp. function x = -a [log (1-u)]

If u is a uniformly distributed random number 0<u<l, then x will

be exponentially distributed on (O,—), but (1-u) is also uniformly

distributed on (0,1), so the required transformation is the negative

of the mean value desired times the natural logarithm of the uniformly

distributed r.v. To generate sequential random numbers then proceed

as follows:

(1) Generate a set of random digits (as in a table of random



numbers) and consider it as a random number between 0 and I.

(2) Look up its natural logarithms and multiply it bv the ».

of the desired mean spacing.

(3) Add the resulting value to the position of the previous

p o i n t ,

(4) Repent the process in this fashion. The segment will be

traversed and the points sampled will be a simple random sample of

points on the segment.

In summary:

Let I. •- length of segment to be samples!

N = total number of sample points desired

a = L/(N+1) = mean spacing between points

u- = i uni formly d ist r ibuted random var iable 0-u.s lx i
.thx . = i e x p o n e n t i a l l y d i s t r i b u t e d r. v. O ' x . t ^1 l

then

j I . thS. = - ;- a [ log (u )] ■= - * £ [ log (u.)] = j ' " r.v. , inJ i = l c 1 i h <■ l *
order, of a uniformly distributed sample of expected size N on seg

of length L.

Further notes

1. In prac t ice th ree s ign ificant figures is a typ ica l p rec is ion

of measurement for the average spacing. The operation of looking, up

natural logarithms and multiplying by a constant may be conveniently

circumvented by making a graph using semilog paper. Three cycles i •;

p robab ly su ffic ien t .

The graph of the desired transformation is then a straight line.

The log scale is the u scale and two points for defining the line may
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be i I'ltVeiiii nt ly t.ilen a: u 1, xT 0 and u- .000735, x-5n.

The resulting graph ii.iy then be used to read off the transformed

values x.. The running total may be kept in an inexpensive mechanical

ad.: nig machim .

'liie u-.e of the graphical method also permits generating u. of a

constant number of significant figures and deriving from them x. of a

constant precision. Thi-; permits each x. to have the same number of

decimal places and eliminates the feature of a fixed large value of x.

when it, is small--variation is more continuous.

2. This technique may also be used to systematize 2-dimensional

(3-dim) point sampling, by generating the points for one of the coor

dinates in order, a systematic path is generated through the sample

points which, while it may not be a minimal path, will be a shorter path

than many and represents a "real-time" systematic procedure for accom

plishing the sampling.'

3. Particularly in the case of sampling on a line, the resulting

data contain more information than in a back-tracking procedure. Since

the points are sampled in order, notes arc also sequential and as a

result there is some information about neighboring points. In some-

applications this auxiliary information may be of interest and is n

bonus made possible by the technique described here.



APPENDIX II..

THE CLUSTERING ALGORITHM AND MODIFICATIONS

TO INCREASE ITS VERSATILITY

The key to clustering algori thms is the identification of points

which may be connected by paths. A tree search procedure was used to

solve this problem.

Given an array of points already identified as classifiable -I)

or uuclassifiable (0), the demon doing the search (computer CPU) ex

amines points and keeps track of where it is using a push-down s: ick.

Each neighbor is examined and if classifiable it becomes the initial

point of a new search with its origin stored in the stack, hlien it

runs out of classifiable neighbors i t returns to the stack for infor

mation about its origin and resumes that search. As I had hoped, the-

classification procedure could be executed very quickly.

Several modifications of the basic technique are potentially de

sirable. The large amount of data presented by ERTS means that there

is an inherent smoothing of occurrence of spectral signatures. Further

smoothing p(P) might be desirable. For this purpose a weighting

function W(P) which fell off rapidly from the point P would work:

P ( P ) = Z N ( d ( P, P n ) ( P )
Pcsr.

or more generally
0 'Pcsnacc

pjjspaccW(P-P0)p<pl
55
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11 MP) f< 11 off veiy rapidly, only points near to each P.. need be

\:o\:- idend in tin calculations. No smoothing at all corresponds to

1 I ' a P

0 P / P,
MM •

0

Another problem with ERTS imagery is the effect of sun angle. Dif

ferent sun angles (as on different slopes) may yield different spectral

signatures even though the reflectance might be identical under like

i l luminat ion. As a first order correct ion to this I suggest approx

imating the effect of lower sun angle as that of a neutral density filter

causing lower il lumination but of the same spectral quality, /en effect

of this sort could be removed from the data by conversion from the rcc-

tnngular coordinate system provided by the 4 grey scales to a polar

(hyperspherical) coordinate system. The 3 direction angles would then '

define sets of points having the same spectral quality but differing only

in in tens i ty. Ident ifica t ion o f a l l such po in ts ( ignor ing the rad ius)

might be too rash a move but sun angle considerations could be readily

handled in that form since most of its effect would be in that one

coord inate.
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